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Knowledge Representation 

• Humans are best at understanding, reasoning, and interpreting knowledge. Human knows things, 

which is knowledge and as per their knowledge they perform various actions in the real world. But how 

machines do all these things comes under  knowledge representation and reasoning 

Describe Knowledge representation as following: 

• Knowledge representation and reasoning (KR, KRR) is the part of Artificial intelligence which  

concerned with AI agents thinking and how thinking contributes to intelligent behavior of agents. 

• It is responsible for representing information about the real world so that a computer can understand 

and can utilize this knowledge to solve the complex real world problems such as diagnosis a medical 

condition or communicating with humans in natural language. 

• It is also a way which describes how we can represent knowledge in artificial intelligence. Knowledge 

representation is not just storing data into some database, but it also enables an intelligent machine to 

learn from that knowledge and experiences so that it can behave intelligently like a human. 

 

 

 



Following are the kind of knowledge which needs to be represented in AI systems: 

1. Object 

• All the facts about objects in our world domain. E.g., Guitars contains strings, trumpets are brass 

instruments. 

2. Events 

• Events are the actions which occur in our world. 

3. Performance 

• It describe behavior which involves knowledge about how to do things. 

4. Meta-knowledge 

• It is knowledge above knowledge is known as Meta -knowledge. 

5. Facts 

• Facts are the truths about the real world and what we represent. 

6. Knowledge-Base 

• The central component of the knowledge-based agents is the knowledge base. It is represented as KB. 

The Knowledgebase is a group of the Sentences (Here, sentences are used as a technical term and not 

identical with the English language). 

 

Representation and Mapping 

• Knowledge: Knowledge is awareness or familiarity gained by experiences of facts, data, and situations. 

Following are the types of knowledge in artificial intelligence: 

Representation and Mapping 

• Facts: things we want to represent. 

• Representations of facts: things we can manipulate. 



 

 

 

 

 

 

 



Approaches to knowledge representation 

1. Simple relational knowledge 

• It is the simplest way of storing facts which uses the relational method, and each fact about a set of 

the object is set out systematically in columns. 

• This approach of knowledge representation is famous in database systems where the relationship 

between different entities is represented. 

• ExPlayer Weight Age 

 

 

2. Inheritable knowledge 

• In the inheritable knowledge approach, all data must be stored into a hierarchy of classes. 

• In this approach, we apply inheritance property. 

• Elements inherit values from other members of a class. 

• This approach contains inheritable knowledge which shows a relation between instance and class, and 

it is called instance relation. 

• Every individual frame can represent the collection of attributes and its value. 

• In this approach, objects and values are represented in Boxed nodes. 

• We use Arrows which point from objects to their values. 

 

 

 

 



 

 

3. Inferential knowledge 

• Inferential knowledge approach represents knowledge in the form of formal logics. 

• This approach can be used to derive more facts. 

• It guaranteed correctness. 

• Example: Let's suppose there are two statements: 

1.Marcus is a man 

2. All men are mortal 

Then it can represent as; 

man(Marcus) 

∀x = man (x) ----------> mortal (x)s 

4. Procedural knowledge 

• Procedural knowledge approach uses small programs and codes which describes how to do specific 

things, and how to proceed. 



• In this approach, one important rule is used which is If-Then rule. 

• In this knowledge, we can use various coding languages such as LISP language and Prolog language. 

• We can easily represent heuristic or domain-specific knowledge using this approach. 

• But it is not necessary that we can represent all cases in this approach. 

Requirements for knowledge Representation system 

1. Representational Accuracy 

• KR system should have the ability to represent all kind of required knowledge. 

2. Inferential Adequacy 

• KR system should have ability to manipulate the representational structures to produce new 

knowledge corresponding to existing structure. 

3. Inferential Efficiency 

• The ability to direct the inferential knowledge mechanism into the most productive directions by 

storing appropriate guides. 

4. Acquisitional efficiency 

• The ability to acquire the new knowledge easily using automatic methods.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 



 

 

 

 



 

 

 



 

 

 



 

 

 

 



 

 



 

 

 



 

 

 



 

 

 

 



 

 

 

 



 

 



 

 



 



 



 



 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 



KNOWLEDGE REPRESENTATION USING RULES 

 

 



 

 

 



 

 

 

 



 

 

 

 

 

 



 

 

 

 



Probabilistic reasoning in Artificial intelligence 

Uncertainty: 

Till now, we have learned knowledge representation using first-order logic and propositional 
logic with certainty, which means we were sure about the predicates. With this knowledge 
representation, we might write A→B, which means if A is true then B is true, but consider a 
situation where we are not sure about whether A is true or not then we cannot express this 
statement, this situation is called uncertainty. 

So to represent uncertain knowledge, where we are not sure about the predicates, we need 
uncertain reasoning or probabilistic reasoning. 

Causes of uncertainty: 

Following are some leading causes of uncertainty to occur in the real world. 

1. Information occurred from unreliable sources. 
2. Experimental Errors 
3. Equipment fault 
4. Temperature variation 
5. Climate change. 

Probabilistic reasoning: 

Probabilistic reasoning is a way of knowledge representation where we apply the concept of 
probability to indicate the uncertainty in knowledge. In probabilistic reasoning, we combine 
probability theory with logic to handle the uncertainty. 

We use probability in probabilistic reasoning because it provides a way to handle the 
uncertainty that is the result of someone's laziness and ignorance. 

In the real world, there are lots of scenarios, where the certainty of something is not 
confirmed, such as "It will rain today," "behavior of someone for some situations," "A match 
between two teams or two players." These are probable sentences for which we can 
assume that it will happen but not sure about it, so here we use probabilistic reasoning. 

Need of probabilistic reasoning in AI: 

o When there are unpredictable outcomes. 
o When specifications or possibilities of predicates becomes too large to handle. 
o When an unknown error occurs during an experiment. 

In probabilistic reasoning, there are two ways to solve problems with uncertain knowledge: 

o Bayes' rule 



o Bayesian Statistics 

As probabilistic reasoning uses probability and related terms, so before understanding 
probabilistic reasoning, let's understand some common terms: 

Probability: Probability can be defined as a chance that an uncertain event will occur. It is 
the numerical measure of the likelihood that an event will occur. The value of probability 
always remains between 0 and 1 that represent ideal uncertainties. 

1. 0 ≤ P(A) ≤ 1,   where P(A) is the probability of an event A.   
1. P(A) = 0,  indicates total uncertainty in an event A.    
1. P(A) =1, indicates total certainty in an event A.     

We can find the probability of an uncertain event by using the below formula. 

 

o P(¬A) = probability of a not happening event. 
o P(¬A) + P(A) = 1. 

Event: Each possible outcome of a variable is called an event. 

Sample space: The collection of all possible events is called sample space. 

Random variables: Random variables are used to represent the events and objects in the 
real world. 

Prior probability: The prior probability of an event is probability computed before observing 
new information. 

Posterior Probability: The probability that is calculated after all evidence or information 
has taken into account. It is a combination of prior probability and new information. 

Conditional probability: 

Conditional probability is a probability of occurring an event when another event has already 
happened. 

Let's suppose, we want to calculate the event A when event B has already occurred, "the 
probability of A under the conditions of B", it can be written as: 

 
Where P(A⋀B)= Joint probability of a and B 

P(B)= Marginal probability of B. 



If the probability of A is given and we need to find the probability of B, then it will be given 
as: 

 
It can be explained by using the below Venn diagram, where B is occurred event, so sample 
space will be reduced to set B, and now we can only calculate event A when event B is 
already occurred by dividing the probability of P(A⋀B) by P( B ). 

 
Example: 

In a class, there are 70% of the students who like English and 40% of the students who 
likes English and mathematics, and then what is the percent of students those who like 
English also like mathematics? 

Solution: 

Let, A is an event that a student likes Mathematics 

B is an event that a student likes English. 

 
Hence, 57% are the students who like English also like Mathematics. 

 

 



Bayesian Belief Network in artificial intelligence 

Bayesian belief network is key computer technology for dealing with probabilistic events and 
to solve a problem which has uncertainty. We can define a Bayesian network as: 

"A Bayesian network is a probabilistic graphical model which represents a set of variables 
and their conditional dependencies using a directed acyclic graph." 

It is also called a Bayes network, belief network, decision network, or Bayesian model. 

Bayesian networks are probabilistic, because these networks are built from a probability 
distribution, and also use probability theory for prediction and anomaly detection. 

Real world applications are probabilistic in nature, and to represent the relationship between 
multiple events, we need a Bayesian network. It can also be used in various tasks 
including prediction, anomaly detection, diagnostics, automated insight, reasoning, 
time series prediction, and decision making under uncertainty. 

Bayesian Network can be used for building models from data and experts opinions, and it 
consists of two parts: 

o Directed Acyclic Graph 
o Table of conditional probabilities. 

The generalized form of Bayesian network that represents and solve decision problems 
under uncertain knowledge is known as an Influence diagram. 

A Bayesian network graph is made up of nodes and Arcs (directed links), where: 



 

o Each node corresponds to the random variables, and a variable can 
be continuous or discrete. 

o Arc or directed arrows represent the causal relationship or conditional probabilities 
between random variables. These directed links or arrows connect the pair of nodes in 
the graph. 
These links represent that one node directly influence the other node, and if there is no 
directed link that means that nodes are independent with each other 

o In the above diagram, A, B, C, and D are random variables represented by 
the nodes of the network graph. 

o If we are considering node B, which is connected with node A by a directed 
arrow, then node A is called the parent of Node B. 

o Node C is independent of node A. 

Note: The Bayesian network graph does not contain any cyclic graph. Hence, it is 

known as a directed acyclic graph or DAG. 

The Bayesian network has mainly two components: 

o Causal Component 
o Actual numbers 

Each node in the Bayesian network has condition probability distribution P(Xi |Parent(Xi) ), 
which determines the effect of the parent on that node. 



Bayesian network is based on Joint probability distribution and conditional probability. So 
let's first understand the joint probability distribution: 

Joint probability distribution: 

If we have variables x1, x2, x3,....., xn, then the probabilities of a different combination of x1, 
x2, x3.. xn, are known as Joint probability distribution. 

P[x1, x2, x3,....., xn], it can be written as the following way in terms of the joint probability 
distribution. 

= P[x1| x2, x3,....., xn]P[x2, x3,....., xn] 

= P[x1| x2, x3,....., xn]P[x2|x3,....., xn]....P[xn-1|xn]P[xn]. 

In general for each variable Xi, we can write the equation as: 

P(Xi|Xi-1,........., X1) = P(Xi |Parents(Xi )) 

Explanation of Bayesian network: 

Let's understand the Bayesian network through an example by creating a directed acyclic 
graph: 

Example: Harry installed a new burglar alarm at his home to detect burglary. The alarm 
reliably responds at detecting a burglary but also responds for minor earthquakes. Harry 
has two neighbors David and Sophia, who have taken a responsibility to inform Harry at 
work when they hear the alarm. David always calls Harry when he hears the alarm, but 
sometimes he got confused with the phone ringing and calls at that time too. On the other 
hand, Sophia likes to listen to high music, so sometimes she misses to hear the alarm. Here 
we would like to compute the probability of Burglary Alarm. 

Problem: 

Calculate the probability that alarm has sounded, but there is neither a burglary, nor 
an earthquake occurred, and David and Sophia both called the Harry. 

Solution: 

o The Bayesian network for the above problem is given below. The network structure is 
showing that burglary and earthquake is the parent node of the alarm and directly 
affecting the probability of alarm's going off, but David and Sophia's calls depend on 
alarm probability. 

o The network is representing that our assumptions do not directly perceive the burglary 
and also do not notice the minor earthquake, and they also not confer before calling. 

o The conditional distributions for each node are given as conditional probabilities table or 
CPT. 



o Each row in the CPT must be sum to 1 because all the entries in the table represent an 
exhaustive set of cases for the variable. 

o In CPT, a boolean variable with k boolean parents contains 2K probabilities. Hence, if 
there are two parents, then CPT will contain 4 probability values 

List of all events occurring in this network: 

o Burglary (B) 
o Earthquake(E) 
o Alarm(A) 
o David Calls(D) 
o Sophia calls(S) 

We can write the events of problem statement in the form of probability: P[D, S, A, B, E], 
can rewrite the above probability statement using joint probability distribution: 

P[D, S, A, B, E]= P[D | S, A, B, E]. P[S, A, B, E] 

=P[D | S, A, B, E]. P[S | A, B, E]. P[A, B, E] 

= P [D| A]. P [ S| A, B, E]. P[ A, B, E] 

= P[D | A]. P[ S | A]. P[A| B, E]. P[B, E] 

= P[D | A ]. P[S | A]. P[A| B, E]. P[B |E]. P[E] 

 



Let's take the observed probability for the Burglary and earthquake component: 

P(B= True) = 0.002, which is the probability of burglary. 

P(B= False)= 0.998, which is the probability of no burglary. 

P(E= True)= 0.001, which is the probability of a minor earthquake 

P(E= False)= 0.999, Which is the probability that an earthquake not occurred. 

We can provide the conditional probabilities as per the below tables: 

Conditional probability table for Alarm A: 

The Conditional probability of Alarm A depends on Burglar and earthquake: 

B E P(A= True) P(A= False) 

True True 0.94 0.06 

True False 0.95 0.04 

False True 0.31 0.69 

False False 0.001 0.999 

Conditional probability table for David Calls: 

The Conditional probability of David that he will call depends on the probability of Alarm. 

A P(D= True) P(D= False) 

True 0.91 0.09 

False 0.05 0.95 

Conditional probability table for Sophia Calls: 



The Conditional probability of Sophia that she calls is depending on its Parent Node 
"Alarm." 

A P(S= True) P(S= False) 

True 0.75 0.25 

False 0.02 0.98 

From the formula of joint distribution, we can write the problem statement in the form of 
probability distribution: 

P(S, D, A, ¬B, ¬E) = P (S|A) *P (D|A)*P (A|¬B ^ ¬E) *P (¬B) *P (¬E). 

= 0.75* 0.91* 0.001* 0.998*0.999 

= 0.00068045. 

Hence, a Bayesian network can answer any query about the domain by using Joint 
distribution. 

The semantics of Bayesian Network: 

There are two ways to understand the semantics of the Bayesian network, which is given 
below: 

1. To understand the network as the representation of the Joint probability 
distribution. 

It is helpful to understand how to construct the network. 

2. To understand the network as an encoding of a collection of conditional 
independence statements. 

It is helpful in designing inference procedure. 

 

 

 

 

 



Dempster Shafer Theory 
 

    

Dempster-Shafer Theory was given by Arthur P. Dempster in 1967 and was later 

developed by his student Glenn Shafer in 1976. This theory was released because of 

the following reason:-  

 Bayesian theory is only concerned about single evidence. 

 Bayesian probability cannot describe ignorance. 

Dempster Shafer Theory 
Dempster Shafer Theory(DST) is an evidence theory, it combines all possible 

outcomes of the problem. Hence it is used to solve problems where there may be a 

chance that a piece of different evidence will lead to some different result.  

The uncertainty in this model is given by:-  

1. Consider all possible outcomes. 

2. Belief will lead to belief in some possibility by bringing out some evidence. 

(What is this supposed to mean?) 
3. Plausibility will make evidence compatible with possible outcomes. 
Example: 

Let us consider a room where four people are present, A, B, C, and D. Suddenly the 

lights go out and when the lights come back, B has been stabbed in the back by a 

knife, leading to his death. No one came into the room and no one left the room. We 

know that B has not committed suicide. Now we have to find out who the murderer 

is.  

To solve these there are the following possibilities:  

 Either {A} or {C} or {D} has killed him. 

 Either {A, C} or {C, D} or {A, D} have killed him. 

 Or the three of them have killed him i.e.; {A, C, D} 

 None of them have killed him {o} (let’s say). 

There will be possible evidence by which we can find the murderer by the measure of 

plausibility.  

Using the above example we can say:  

Set of possible conclusion (P): {p1, p2….pn}  

where P is a set of possible conclusions and cannot be exhaustive, i.e. at least one (p) I 

must be true.  

(p)I must be mutually exclusive.  

Power Set will contain 2n elements where n is the number of elements in the possible 

set.  

For e.g.:-  



If P = { a, b, c}, then Power set is given as  

{o, {a}, {b}, {c}, {a, d}, {d ,c}, {a, c}, {a,  c ,d }}= 23 elements.  

Mass function m(K): It is an interpretation of m({K or B}) i.e; it means there is 

evidence for {K or B} which cannot be divided among more specific beliefs for K and 

B.  

Belief in K: The belief in element K of Power Set is the sum of masses of the element 

which are subsets of K. This can be explained through an example  

Lets say K = {a, d, c}  

Bel(K) = m(a) + m(d) + m(c) + m(a, d) + m(a, c) + m(d, c) + m(a, d, c)  

Plausibility in K: It is the sum of masses of the set that intersects with K.  

i.e.; Pl(K) = m(a) + m(d) + m(c) + m(a, d) + m(d, c) + m(a, c) + m(a, d, c)  

Characteristics of Dempster Shafer Theory:  

 Uncertainty Representation : The DST is designed to handle situations where there 

is uncertainty of information and it provides a way to represent and reason 

incomplete evidence. 

 Conflict of Evidence : The DST allows for the combination of multiple sources of 

evidence. It provides a rule, Dempster’s rule of combination, to combine belief 

functions from different sources. 

 Decision-Making Ability : By deriving measures such as belief, probability and 

plausibility from the combined belief function it helps in decision making. 

Advantages of Dempster Shafer Theory:  

 As we add more information, the uncertainty interval reduces. 

 DST has a much lower level of ignorance. 

 Diagnose hierarchies can be represented using this. 

 Person dealing with such problems is free to think about evidence. 

Disadvantages of Dempster Shafer Theory:  

 In this, computation effort is high, as we have to deal with 2n sets  
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